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Feature Selection of Protein Structural Classification 
Using SVM Classifier
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Recursive feature elimination method (RFE), cross validation coefficient (CV) and accuracy 
of classification of test data are applied as a criterion of feature selection in order to find 
relevant features and to analyze their influence on classifier accuracy. Feature selection me-
thod was compared to principal component analysis (PCA) to understand the effectiveness 
of feature reduction. Support vector machine classifier with radial basis function (RBF) 
kernel is applied to find the best set of features using grid model selection and to select and 
assess relevant features. The best selected feature set is then analyzed and interpreted as 
the source of knowledge about the protein structure and biochemical properties of amino 
acids included in the protein domain sequence.

K e y w o r d s: pseudo amino acid composition, support vector machine, principal compo-
nent analysis, recursive feature elimination, feature selection, SCOP database

1. Introduction

Reduction of data dimension to optimal feature subset makes obtaining the better 
accuracy of classifier possible or at least improves computational abilities.  High 
dimensional feature set could be the reason of over-learning because of high VC 
dimension, leading to increase of guaranteed risk [1, 2]. Feature extraction by the aid 
of widely used principal component analysis (PCA) by projection into the principal 
components, where new features become linear combination of original features [3],  
obviously causes the lost of information related to interesting influence of original 
features on classifier accuracy [1]. PCA enables data decorrelation in order to dimen-
sion reduction in a new feature space. Covariance matrix Σ is applied determined 
from the observation data set as follows:
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   ∑ = E[ ]xxT . (1)

The aim is to separate uncorrelated components with the highest variance values. 
Following transformation is applied: 

   y T xT= , (2)

so as

   ∑ = = =y ET xx T T T DT T T[ ] Σ  (3)

where D is diagonal matrix and ΣT = TD is an eigenvector matrix condition [4]. 
 Selection of relevant features enables to avoid PCA restriction [5]. The aim is 
to find original features which affect classifier accuracy together with other features 
and to eliminate features which remain relevant but useless [1]. Generally, feature 
selection methods could be assigned to one of three categories: filter, wrappers 
and embedded. In the filter methods, the feature rank based on information which 
doesn’t depend on classifier is applied [6, 7]. The methods of wrappers use trained 
classifiers treated as “black box” as criterion of the feature set choice.  The embed-
ded methods belong to group of algorithms, which realize feature selection during 
classifier learning. These methods are very precise and fast but they could perform 
feature selection only for applied classifiers [8]. 
 Recursive feature elimination method (RFE) is meant for nonlinear multivariate 
feature selection with the use of mechanism of support vector machine (SVM) clas-
sifier [9]. Feature selection is performed on the basis of influence of w vector on an 
objective function Q determined as Taylor series [10]. After respective approxima-
tions: diagonal, extreme and quadratic, the objective function becomes as follows:
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And finally for SVM classifier, the objective function is determined as [11]:
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where:
cf means change of the objective function as a result of f-th feature removal,
K(xi,  xj) is a kernel function,
α αi i

f* *( ), −  are respective solution of the SVM equations [12].
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2. Computer Methods and Theory

There are four classes of globular proteins defined  as follows [13]:
 α class is composed of mainly α helices with occurring connection between
 them,
 β class is composed of β sheets with occurring connection between them,
 α/β class contains α helices as well as β sheets occurring in an alternating manner 
 with connection between them and to a large measure with parallel β sheets,
 α+β class with separated areas both: α and β areas. Antiparallel β sheet structures
 occur.
 Our investigation deals with feature selection of the structural classes by the 
aid of the SVM classifier.  The great advantage of this linear and binary classifier is 
setting of an optimal separating hyper-plane which minimizes generalization error 
[14÷16].  

2.1. Data Set

SCOP approach based on sequence identity and structure similarity seems to be 
the most reliable and comprehensive. The SCOP database is organized in several 
levels of so called evolutionary hierarchy with the main structural classes on the top 
[17, 18]. The domain as a basic classification entity was used as proposed by Murzin 
from the SCOP database based on structural and sequential similarity and so called 
evolutionary relationship [19]. 
 The data were split into three data pools: training, test and validation. The classic 
30% of paired identity threshold of significant homology was applied to avoid data 
redundancy and compare to the other application [20]. The composition of amino 
acids (AAC) and pseudo composition (PseAA) are applied as features of classifica-
tion tests [21–29].  

2.2. Feature Selection

The RFE method avails the mechanism of the binary SVM classifier, in which the 
criterion for assessing the weights of features was used in the objective function [30]. 
In this paper the multi-class selection was determined by scaling the relative distance 
between the m features for each n binary classification. After averaging these values   
for all n binary classifiers, weights were obtained for each m features, which were 
the basis for determining the ranking for multi-class classification:
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hence:
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While Cmax and Cmin are the numbers of features for which the function
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takes the value of the maximum and minimum, respectively (c = 1, ..., m).
xik – is the i-th support vector of k-th classifier, i = 1, ..., sk, where sk is the amount 
of support vectors of k-th binary classifier.

Fig. 1. Algorithm of feature selection. R – set of ranked features, W – set of unselected features,
c – number of the least relevant feature
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 In this study, three methods based on the RFE schema were applied (see flow 
chart, Fig. 1). Only the way of determining the weights associated with the used 
method is variable. The criterion of cross-validation method was CVf coefficient 
after f-th feature removal, where cf = 1 – CVf. 
 For the RFE method, the weight value is determined by the formula 7. In the 
third method, the weights are determined by a set of validation data for which the 
classification error is determined after the removal of the considered feature.
 In order to eliminate features that do not substantially affect or have a negative 
impact on accuracy of the classification, selection of the features is performed. With 
reduction of the features, both reducing the amount of stored data dimensions and 
improvement of processing performance as well as a better understanding of the 
impact of the features on the classification accuracy are achieved. 

3. Results and Discussion

3.1. Feature Construction

Following four types of the feature sets were taken into consideration:  standard amino 
acid composition (AAC), pseudo amino acid composition with various variants and 
1/n feature reflecting the length of protein domain sequence (tests, model selection 
and construction of features is described with details in [21]). 

Fig. 2. Contour diagram obtained by the grid, for the SVM classifier using the features
of PSE Type3+1/n. ]. γ, c – two control parameters of the SVM classifier for the RBF kernel
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The best classification accuracy was obtained for the following feature construc-
tion:
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where:  J h R h Ri j
m

m i m j, [ ( ) ( )]= − 2.
The features are constructed as follows:
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 Feature 1/n is added as a feature representing the length, where n is the domain 
length and could be treated as a twenty first amino acid with appearance frequency 
inversely proportional to protein domain length. The results were achieved for the 
values: w = 1 and λ = 15 with the number of biochemical properties k = 6. Biochemical 
values are as follows: hydrophobicity, hydrophilicity, mass of side chain, pK1, pK2 and 
pI. For these parameters, the accuracy rate was achieved for the method of grid-CV 
equal to 62.52% for 111 features and the coefficients C = 22 and γ = 2–10 (Fig. 2).

3.2. Feature Selection

According to the assumptions three following methods were applied to reduce 
amount of the features:
 1) Nonlinear multi-class RFE method,
 2) Cross Validation method (CV),
 3) Reduction by means of separate validation data.
 We performed the feature selection for the features with the best accuracy rate. 
We adopted CV accuracy rate for training data as a basic criterion of the feature 
selection method evaluation. The best results were obtained using the CV method. 
The best value of CV was obtained for 72 features, and it stood at 63.87% and clas-
sification accuracy for the test data of 62.07% (Table 1).

Table 1. Accuracy of classification for groups of selected features: all 111 features, 72 features of the best
CV ratio, 30 features of CV ratio as before selection. Amount of features – amount of selected

features CV for training data – cross validation coefficient for selected features

Amount of features CV (%) for training data Classification accuracy for test data (%)
111 63 62
72 64 62
30 63 62

 Assuming a maximum reduction of the features for the CV accuracy rate not less 
than before the reduction, one can make the elimination of up to 30 features. The CV 
accuracy rate is 62.57% while the classification accuracy of 61.79% for the test data.
 The data set chosen in this way could provide a set of features which is a base for 
further investigation of the influence of particular amino acids interactions on classification 
with respect to their biochemical properties and offset coefficients for each correlation.
 Only thirty the most important features were selected from among one hundred 
eleven features without loss of the classification quality. 
 Figure 3 shows that during the reduction of most features, the classification 
 quality remains at a similar level (Met. CV). Significant decrease is noticed if the 
reduction is continued for the last 30 selected features. This means that the relevance 
and thus the credibility of each feature, is greater in a selected group than the  relevance 
of the eliminated features in their groups.
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Fig. 3. Effect of the feature selection on cross-validation rate for the training data and the features of PSE 
– Type 3. Methods: CV, validation, RFE. Accuracy – cross validation coefficient for three mentioned

feature selection methods. Feature amount – amount of the relevant features
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3.3. PCA Dimensionality Reduction

Figure 4 shows the descending order of eigenvalues associated with the new features 
defined by projection onto the corresponding eigenvectors. The first five features have 
by far the largest variance. However, a visual or mathematical formula to eliminate the 
features with the lowest variance will not guarantee an optimal reduction of the new 
features to offer the best classification accuracy. In the present application, dimension 
reduction was made in groups of ten features with the lowest variance. The classifier 
was used as a tool for verifying the validity of the elimination of the individual groups 
of features. Because the ranking does not depend on the classifier used for each of the 
tested groups of features, a new model with new parameters was being set in order to 
increase its effectiveness. The CV coefficient was calculated again for the training data 
and accuracy for the test data (the test data consisted of the previous test and validation 
data; here the split over the test data and the validation data was not applied).
 The CV coefficients of the cross validation method of feature selection from the 
start values   are above 62% even though the test for a set amount to 62% until the 
selection of 21 features. For 11 features, this value is 59% (Table 4 in appendix). 
 In the case of PCA, the CV reduction coefficient of 63% and an accuracy of 
62% are observed for a set of 41 features with the largest variance. The CV-value 
and accuracy of the test data for the PCA method are already 60% and 58% for 31 
features and respectively only 57% and 55% for 11 features (Table 2).
 The PCA method is probably the most widely used method of reducing the 
dimension which forms entirely new uncorrelated features as a linear combination 
of original features.
 But the problem with this type of reduction for classification is that the PCA method 
does not include information on how the features of the examples belonging to each 
class. New features of low variance often have an important impact on the quality of 
the classification while the features of high variance may be irrelevant [31]. 
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3.4. Discussion on Selected Features

Rank of the relevant features is presented in Table 3. The name of amino acids is 
specified for the features related to amino acid composition. Biochemical property 
and offset of u-tier correlation factor are related to the PseAA features. The set of 
30 most relevant features is composed of 10 normalized AAC features, 1/n feature 
and 19 features based on correlation of the biochemical properties.
 One of the key elements allows the prediction of α helices as well as β sheets is 
the propensity of amino acids to form or break these structures [32–34]. In Table 1 
of  [32], the following groups of propensity to form or brake second order structures 
were determined for α helices and β sheets respectively: Hα , Hβ – strong formers,  
hα , hβ – formers, Iα , Iβ – week formers, iα , iβ – indifferent, bα , bβ – breakers, Bα , Bβ 
– strong breakers.

Table 2. Classification accuracy of the reduction results of sample every 10 features 
with the lowest variance. CV – the cross validation ratio for the training data. Accura-
cy valid+test – classification accuracy for the combined test data and validation. RBF
 g, c – best parameters g and C determined using the grid method for the SVM classifier

Amount of features CV Accuracy valid+test RBF g;c
111 61 60 –24;18
101 61 61 –22;14
91 61 60 –18;14
81 62 61 –18;16
71 62 61 –18;16
61 62 61 –10;4
51 62 61 –18;14
41 63 62 –14;12
31 62 61 –10;4
21 60 58 –14;14
11 57 55 –8;10

Fig. 4. Descending order of eigenvalues (vertical axis) associated with the new features defined by
 projection onto the corresponding eigenvectors (Eigenvector index)
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 So, it seems that the features related to occurrence of strong formers as well as 
strong breakers should play the key role for diversity of structural classes which are 
closely connected with secondary structures. These amino acids well determine the 
presence as well as absence of the regions of regular secondary structures. Glutamic 
acid (Glu), alanine (Ala) and leucine (Leu) belong to α strong former group Hα . 
β strong former group Hβ consist of methionine (Met), valine (Val) and isoleucine 
(Ile). Amino acids which strongly break of α helix of group Bα are proline (Pro) and 
glycine (Gly) while Glutamic acid (Glu) belongs to β strong breaker group Bβ. There 

Table 3. A detailed description of the selected 30 most relevant features using the CV method. The first 
column specifies the rank of the most relevant 30 features. The feature number is the number assigned 
to each feature as follows : {1-Ala,2-Cys,3-Asp,4-Glu,5-Phe,6-Gly,7-His,8-Ile,9-Lys,10-Leu,11-Met,12-
-Asn,13-Pro,14-Gln,15-Arg,16-Ser,17-Thr,18-Val,19-Trp,20-Tyr,21-1/n} and formula 9 for λ = 15 [21]

Ranking Feature number Rest Property u
30 40 ------------ Hydrophobicity 4
29 73 ------------ pK1 9
28 51 ------------ pI 5
27 52 ------------ Hydrophobicity 6
26 96 ------------ Mass 13
25 45 ------------ pI 4
24 61 ------------ pK1 7
23 99 ------------ pI 13
22 76 ------------ Hydrophobicity 10
21 22 ------------ Hydrophobicity 1
20 43 ------------ pK1 4
19 19 Tryptophan ------------ ---
18 59 ------------ Hydrophilicity 7
17 95 ------------ Hydrophilicity 13
16 4 Glutamic acid ------------ ---
15 17 Threonine ------------ ---
14 35 ------------ Hydrophilicity 3
13 11 Methionine ------------ ---
12 10 Leucine ------------ ---
11 13 Proline ------------ ---
10 8 Isoleucine ------------ ---
9 30 ------------ Mass 2
8 34 ------------ Hydrophobicity 3
7 41 ------------ Hydrophilicity 4
6 28 ------------ Hydrophobicity 2
5 6 Glycine ------------ ---
4 1 Alanine ------------ ---
3 18 Valine ------------ ---
2 29 ------------ Hydrophilicity 2
1 21 1/n ------------ ---
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are all eight amino acids of Hα , Hβ and Bα , Bβ groups among ten amino acids repre-
senting the AAC features of 30 the most relevant features. Unclear, however, may be 
the role of the features associated with the occurrence of threonine and tryptophan. 
Tryptophan is amino acid belonging to the group forming the structure of both β sheet 
and α helices. Threonine is amino acid of the group that forms β sheet structure and 
group indifferent for the formation of α helix. It is worth noting that tryptophan is 
the most compact and has the largest mass of all twenty amino acids. Other features 
are related to the interaction between neighboring amino acid residues, and surface 
of structures formed by them, on the basis of their biochemical properties. You can 
observe that the features connected with correlation of the biochemical properties 
have the relevant influence for every second, every third and every forth rests of the 
domain sequence. It seems that the mentioned features should be associated with 
influence of interaction between neighboring amino acid residues on stability protein 
structures of β sheet for every second amino acid rest and in case of α helix structure 
for every third and every forth amino acid rest. Every second rest of the β sheet forms 
a surface which interacts with the surface of an adjacent structure or solvent [35, 36].  
Every second rests of the β sheet and every third and forth rests of the α helix are 
located in close proximity to each other and can form local interactions [37–41]. 
Also, every third or every fourth side chain of the α helix form characteristic edges 
involved in the interactions between other helical structures [42, 43]. Every forth 
rest of the α helix of two adjacent rows play key role in packing of the α helix and 
the β sheet [44–49].

4. Conclusion

The best results of classification were achieved for the features reflecting the order 
effect, based on the biochemical properties together with the 1/n feature. The feature 
selection was performed according to the RFE main algorithm on the basis of three 
criteria: the CV coefficient, the classification accuracy of test data and the SVM objec-
tive function increase (RFE). The CV coefficient was chosen for assessing a specific 
pool of features. Although the feature selection method based on the CV coefficient is 
computationally the most time-consuming method, it allows the selection of the best 
set of features (due to the criterion of maximizing the coefficient of CV). The feature 
selection made amount reduction of the used features to a set of 30 traits possible 
without loss of the SVM classification quality. Selection of the relevant features made 
reduction of a larger number of features possible while maintaining the quality level of 
classification than the reduction of features by using the PCA method. Unlike the PCA, 
the feature selection method allows the separation of the essential original features, 
which are the basis of further analysis and interpretation of the specific amino acid 
influence together with features which determine the specific biochemical properties 
in a certain order of protein domain sequence.
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